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SwAV (2021)

1. Instance Discrimination & Contrastive Loss

2. SwAV
a. Architecture

b. Online Clustering

c. Multi-crop

3. Experiment
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1. Instance Discrimination & Contrastive Loss

Unsupervised Image Representation, using Contrastive Learning

- Instance Discrimination task

- data augmentations of image A = different views of image A

- each image = each class

- mostly rely on large number of explicit PAIRWISE feature comparison

→ computationally challenging !

* previous works : use random subsets of images / approximate the task ( ex. clustering )  
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Instance Discrimination rely on combination of 2 elements

- (1) contrastive loss

- (2) set of image transformations

1. Instance Discrimination & Contrastive Loss
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Instance Discrimination rely on combination of 2 elements

- (1) contrastive loss

- (2) set of image transformations

→ this paper improves both (1) & (2)

improves (1) by … online clustering with “swap prediction”

improves (2) by … “multi-crop”

1. Instance Discrimination & Contrastive Loss
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2.  SwAV

- do not require “pairwise comparison”

- simultaneously clusters the data, while enforcing consistency between 

cluster assignments produced for different augmentations of same image

- swapped prediction

- predict the “code of a view” from the “representation of another view”

- memory efficient

- does not require a large memory bank

- propose new data augmentation strategy, “multi-crop”
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2.  SwAV

(1) Architecture 
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(1) Architecture 
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2.  SwAV

Paper Review Seminar

(1) Architecture 

Compute a code (Q) from an augmented version of image (Z)

& predict this code (Q) from augmented versions of the same image (Z)

07 / 50



2.  SwAV

(2) Online Clustering

Typical clustering-based methods : OFFLINE

→ alternate between (1) cluster assignment & (2) training step
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2.  SwAV

(2) Online Clustering

Typical clustering-based methods : OFFLINE

→ alternate between (1) cluster assignment & (2) training step

SwAV ( Swapping Assignments between multiple Views of the same image )

: learn visual features in an ONLINE fashion ( w.o supervision )

→ propose an ONLINE clustering-based SELF-SUPERVISED method
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2.  SwAV

(2) Online Clustering

Paper Review Seminar

via Swapped Prediction problem !!
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2.  SwAV

(2) Online Clustering

Loss Function
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(2) Online Clustering

Total Loss ( over all image & pairs of data augmentation )

2.  SwAV

Paper Review Seminar

parameter of Feature Extractor

Prototype Vectors
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(2) Online Clustering

Computing Codes ONLINE !

2.  SwAV

Paper Review Seminar

→ use Sinkhorn Algorithm !!
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(2) Online Clustering

Sinkhorn Algorithm

2.  SwAV

Paper Review Seminar

P(i,j) = Amount of transportation from (i) to (j) 

C(i,j) = Cost of ~

https://amsword.medium.com/a-simple-introduction-on-sinkhorn-distances-d01a4ef4f085
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(2) Online Clustering

Sinkhorn Algorithm

2.  SwAV
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https://amsword.medium.com/a-simple-introduction-on-sinkhorn-distances-d01a4ef4f085
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(2) Online Clustering

Sinkhorn Algorithm

2.  SwAV

Paper Review Seminar

Interpretation of Constraint :
- entropy of P should be large as possible!
- non-convex problem 

Solve using Lagranginan Method

https://amsword.medium.com/a-simple-introduction-on-sinkhorn-distances-d01a4ef4f085
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(2) Online Clustering

Sinkhorn Algorithm

2.  SwAV
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(2) Online Clustering

Sinkhorn Algorithm

2.  SwAV
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https://amsword.medium.com/a-simple-introduction-on-sinkhorn-distances-d01a4ef4f085
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2.  SwAV

(2) Online Clustering
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2.  SwAV

(3) Multi-crop

- new data augmentation strategy

- mix of views with different resolutions 

- sampling multi random crops with 2 different sizes ( standard & small )

- 2 standard resolution crops

- V additional low resolution crops
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3.  Experiment

(1)  Evaluating the unsupervised features on ImageNet
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3.  Experiment

(2)  Transferring unsupervised features to downstream tasks
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3.  Experiment

(3)  Training with small batches
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3.  Experiment

(4)  Applying the multi-crop strategy to different methods
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DeepDPM (2022)

1. DL vs Classical Clustering

2. DPGMM-based Clustering

3. DeepDPM
a. Architecture

b. Split & Merge

c. Proposed Loss Function

4. Experiments
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1. DL vs Classical Clustering

Classical Clustering : 

- benefits from “NON-parametric” approach

DL Clustering : 

- mostly “parametric” approach

- require a “pre-defined # of clusters (= K)”

- cluster “large & high-dim” datasets better & more efficiently
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Benefits of ability to infer K

- (1) without good estimate of K, parametric methods suffer in performance

- (2) finding K with model selection -> computationally expensive!

1. DL vs Classical Clustering
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2.  DPGMM-based Clustering

(1) Notation

Paper Review Seminar

DPGMM : Dirichlet Process GMM
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(2) DPGMM ( Dirichlet Process Gaussian Mixture Model )

2.  DPGMM-based Clustering
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3.  DeepDPM

DeepDPM = DL + DPM (Dirichlet Process Mixture)

Effective Deep-clustering method, that does not require knowing # of clusters

- (1) Architecture

- (2) Split & Merge
- to dynamically change K

- (3) Novel loss function
- for EM algorithms in mixture models
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3.  DeepDPM
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Embedding
( use MoCo )

Cluster A, B, .., K Cluster A-1, A-2
….
Cluster K-1, K-2

(1) Architecture

change K
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3.  DeepDPM

Paper Review Seminar

(1) Architecture

- a) Clustering Net
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3.  DeepDPM

Paper Review Seminar

(1) Architecture

- b) K Subclustering Net
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3.  DeepDPM

Paper Review Seminar

(1) Architecture

- a) Clustering Net & b) K Subclustering Net
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(2) Split & Merge 

- Split : cluster + 1

- Merge : cluster -1

3.  DeepDPM
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1

1-1

1-2

1-1

1-2

1Split Merge 
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(2) Split & Merge 

3.  DeepDPM
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(2) Split & Merge 

3.  DeepDPM

Paper Review Seminar

Every few epochs, propose either SPLITS or MERGES

interpretation : comparing the marginal 
likelihood of the data, under 2 subclusters 
with its marginal likelihood under the cluster
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(2) Split & Merge

a) Split

3.  DeepDPM
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(2) Split & Merge

a) Split

3.  DeepDPM
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(2) Split & Merge

a) Split

3.  DeepDPM
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(2) Split & Merge 

b) Merge
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(2) Split & Merge

b) Merge

3.  DeepDPM
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1
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K

K+1

1

2

K weighted MAP
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(3) Novel loss function

motivated by EM algorithm in Bayesian GMM 

( iterative procedure )

- [ E step ] assign cluster

- [ M step ] update cluster parameter

3.  DeepDPM
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(3) Novel loss function

[ E step ] assign cluster

3.  DeepDPM

Paper Review Seminar

soft cluster assignment
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(3) Novel loss function

[ M step ] update cluster parameter

3.  DeepDPM
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(1) 3 Common Metrics ( Higher = Better )

1. Clustering Accuracy ( ACC )

2. Normalized Mutual Information ( NMI )

3. Adjusted Rand Index ( ARI )

4.  Experiments

Paper Review Seminar

TP :  ( same cluster & same label ), TN : ( different cluster & different label )  
FP : ( same cluster & different label ), FN : ( different cluster & same label )
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(2) Comparison with classical methods

( Parametric : K-means, GMM // Non-parametric : DBSCAN, moVB, DPM sampler )

4.  Experiments
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(2) Comparison with classical methods

among the nonparametric methods, DeepDPM’s inferred   is the closest to the GT

4.  Experiments
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(3) Comparison with deep non-parametric methods

4.  Experiments

Paper Review Seminar

48 / 50



(4) Clustering the entire ImageNet dataset

initialized with K=200, and converged to K=707 … ( GT : K = 1000 )

4.  Experiments
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(5) Class Imbalance

4.  Experiments
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Thank You !


