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1. What is Self Organizing Map (SOM) ?

• Unsupervised Learning

• Clustering on “Grid”

• Key : 

• (1) Dimension reduction 

• (2) Clustering



1. What is Self Organizing Map (SOM) ?



2. Architecture of SOM

• Visualizing high-dimensional data to low-dimensional space

( usually 2D(or 3D) space )

• Use the algorithm based on Neural Net

• Similar cluster -> close to each other in the grid



2. Architecture of SOM



2. Architecture of SOM

( source : https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/ )

https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/


2. Architecture of SOM

( source : https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/ )

Input Data

- Dimension : n  ( x1~xn  )

https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/


2. Architecture of SOM

( source : https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/ )

2D grid

ex) 5x5 grid : w1~w25

https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/


2. Architecture of SOM

( source : https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/ )

Weight ( =codebook )

All the features(dimensions) are 

connected to every output node

w10,3 : connection(weight) between 

3rd feature & 10th node

https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/


3. Basic of Neural Network

• How to Train SOM ? = (1) + (2)

• (1) How to reduce dimension of our data?

• (2) How to do clustering?

Have to know the about Neural Network!

( How the models based on Neural Network are trained )



3. Basic of Neural Network

Step 1) Initialize the weights

Step 2) Feed forward ( ----->)

Step 3) Calculate Error

Step 4) Back Propagation ( <----- )

Backpropgataion :

Updating the weights in a way that

reduces the error (cost function)



3. Basic of Neural Network



3. Basic of Neural Network

1

( Source : 
https://www.slideshare.net/AhmedGadFCIT/backpropagati
on-understanding-how-to-update-anns-weights-
stepbystep )

https://www.slideshare.net/AhmedGadFCIT/backpropagation-understanding-how-to-update-anns-weights-stepbystep


3. Basic of Neural Network

2



3. Basic of Neural Network
3

Finished Making a prediction! But… too large error! 

Have to update(change) our weight, that can make error smaller!



3. Basic of Neural Network

How to update our weights?



2. Basic of Neural Network

How to update our weights?



4. Training SOM

don’t get confused! It is "1 data”, not “n data”

( "1 data“ with "n dimension“ )



4. Training SOM

Each data is assigned to one of the nodes!

Data 1



4. Training SOM

Each data is assigned to one of the nodes!

Data 2



4. Training SOM

Each data is assigned to one of the nodes!

Data 3



4. Training SOM

After all assignments are made….

Cluster 1
( = Cluster (1,1) )

Cluster 14
( = Cluster (3,4) )



4. Training SOM

To which neurons will each data be assigned?

- Assign to the closest node ( ex. among 25 nodes! )

( closest node = "winning node“ / “BMU(Best Matching Unit)

- ex) Euclidean Distance



4. Training SOM

How?



4. Training SOM

Black : our data

Green : grid nodes (neurons)

[Step1] Initialize grid nodes randomly 

( = randomize weights (wij) )

( Input x weights = grid node )

( source : https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/ )

https://ratsgo.github.io/machine%20learning/2017/05/01/SOM/


4. Training SOM

[Step 2] Select one data randomly



4. Training SOM

[Step 2] Select one data randomly

[Step 3] Find the closest node among grid nodes!

( closest node = "winning node“ )



4. Training SOM

[Step 2] Select one data randomly

[Step 3] Find the closest node among grid nodes!

( closest node = "winning node“ )

[Step 4] Update..

- 1) closet node (1) 

- 2) other nodes (24)

move



4. Training SOM

[Step 2] Select one data randomly

[Step 3] Find the closest node among grid nodes!

( closest node = "winning node“ )

[Step 4] Update..

- 1) closet node (1) 

- 2) other nodes (24)

move



4. Training SOM

Weight at iteration “t”
( = old weight )

Weight at iteration “t+1”
( = new weight )

How much each weight changes

: Learning rate

: close node = big → change 'large’
far node = small → change 'little'

: Difference between weight & input



4. Training SOM

[Step 2] Select one data randomly

[Step 3] Find the closest node among grid nodes!

( closest node = "winning node“ )

[Step 4] Update..

- 1) closet node (1) 

- 2) other nodes (24)

[Step 5] Gradually reduce the learning rate

move



4. Training SOM



4. Training SOM

Result : close grid = similar characteristics.



4. Training SOM

Jo, Enoch, et al. "Classification of localized heavy rainfall events in South 

Korea." Asia-Pacific Journal of Atmospheric Sciences 56.1 (2020): 77-88.



5. Python Code for SOM

Not in sklearn…


