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1. Abstract

f-VAE = (1) VAE + (2) Flow-based generative models

e (f-VAE > VAE ) generate more vivid images
e (f-VAE > Flow-based generative models ) lightweight & converge faster

2. Foundation

p(z) : evidence

generative model : fit the dataset by following distn : g(z) = [ gq(2)q(z | z)d=
e prior g(z) : Gaussian
e qg(z | z) : generative procedure

o (in VAE) conditional Gaussian
o (in GAN, flow-based models) Delta § distn
e goal:

o Maximize log-likelihood E[log g(z)]
o Minimize KL-divergence KL(p(z)|q(z))

But intractable! need trick solutions! HOW?
(solution 1) VAE

e introduce posterior distribution p(z | z)

e instead of "Minimize KL-divergence K L(p(x)|q(z))",
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"Minimize joint KL divergence KL(p(z)p(z | z)||q(z)q(z | 2))"
(which is an upper bound of KL(p(z)|lg(z)))
(solution 2) Flow-based model
o letg(x | 2) =d0(z — G(2))
¢ calculate the integral out by G(z) ( = stacks of flow )
e major component : "Coupling Layer"

Y1 =71
Yo =s(x1) @ o +t (1)

(inverse is as below)
L1 =Y
T2 = (y2 —t(y1)) /s (1)
e Jacobian: ], s; (z;)
e The above is called Affine Coupling
(if s(z1) = 1: Additive coupling )
e combine multiple couplings...then G = f; o fy 0 --- o f,, — called "Flow"
e Flow based models can maximize log-likelihood directly

e ex) GLOW ( Kingma and Dhariwal, 1028 ) : but very heavy weighted

3. Analysis

(1) VAE
VAE, AE : images are blurring! inherent problem of AE

— *."they have to reconstruct high-dim data by low-dim hidden variable

(2) Flow-based model
invertible & non-linear transformation to encode input distn to Gaussian
have to guarantee...

e 1) invertibility

e 2) computability of Jacobian determinant

o leads to Coupling Layer ( but it can only generate weak non-linearity, so need to stack
them! thus very heavy )

(3) f-VAEs ( = Flow-based Variational Autoencoders)
"introduce flow into VAE"
e using flow-based model to construct more powerful posterior distn
(instead of Gaussian distn')

e (1) (vs VAE) generate clearer image

(2) (vs GLOW) lighter weight
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Will going to talk about f-VAEs from now on!

3-1. Derivation

original loss of VAE :

w)( \ z)lla(2)q(=

// - opog T

e assume p(z | ) is Gaussian

( but not in flow-based model! )

In flow based models..
z) = [6(z — Fy(u)) q(u)du.
e call it conditional flow
e ¢(u) : standard Gaussian

e F,(u): bivariate function of z,u

(& invertible for u )

General Loss of f-VAEs

Replace the equation above in the original loss of VAE :

5 log B (@)alw) dudz. equation (A
ffp(w)Q(U) IR ()l () }det[%()] uax quation (A)

A. Detailed Derivation of Equation (6)
Combine (4) and (5), we have

[[[ st - £ () log PEL 86 = Felw )it oo

@)a)
N 3(z) [ 8(Fa(u) — Ful))q(u)du/
= [ patnes By s

Letv = Fy(u'),u" = H,(v), we have relation of Jacobi determinant
ou'| ov] OF(u')
dﬂ{@v}_l/dﬁ[au’}_l/dEt[ By’ }

dv

And (17) becomes

dudzx

) B() [ 6(Fx(u) — )q(He(v) |det [22]
[ #araturis (&P () (Fa ()
” p(z) [ 3(Fu(w) = 0)q(Ha(v)) / |det [2560] | ao
[ pasatars (e P () q(F= ()
” P)g(He (Fa(w)) / [det [ 2554
= [ #aracayis (1 () q(F= (w)

= p(x)q(uw) lo p()q(u) dudz
f weteree [des [250]

dudz

v=Fe() by
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3-2. Two Cases

Case 1
First,

o let F,(u) =o(z) @ u+ p(z)

Second,

e (1) — [q(u) log’det[ap (")Hd = — Y, logoi(z)

* @ falw)log g du = 3 T (4 () +oF @) — 1)
Third,

e (1)+(2)equals KL(p(z | z)||q(2))
— plug this into General Loss of f-VAEs

That is same as standard VAE

Case 2

First,
o let Fy(u) = F(ou+ )
and q(z | 2) = A (z; F1(2),0)
e o :small positive constant & F': flow-based encoder

Second, then

—logq(z | Fy(u))
—log A (z; F~ ' (F(ou+z)),0)
* =—log AN (z;ou+z,0)

d 1
:§log 21a? + 5 |2

Third,
e since there is no training params inlogq (z | Fy(u)),
e Total Loss: — [ p(z)g(u)log ¢(F(ou + z)) ‘d t{aF(mH)Hd dz

3-3. Our Model

VAE & flow-based models are included in equation (A)

(= u) lo p(@)a(w) dudz )
N @) g a(e|Fi ()a(F (w))|det [ 2
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example)

fi=Fi(o1(z) ®u+ pi(z))
fo=Fy(02(z) ® f1 + p2(2)) -
Fy(u) = 03(z) ® fo + p3(x)

e [ & F5 : unconditional flow

dimension-reduced AE may lead to blurring problem in image

— thus, let z equal the size of input image z !!

Case 1: Fy(u) = F(ou+ z)
Case2: F,(u) = F(ou+ x)
General formulation of Case 1 & Case 2?

e Casel:F,(u) = F(ou+z)
e Case2:F,(u)=F(ou+z)
F,(u) = F(o1u+ E(z))
gz | 2) = AN (2;G (F(2)),02)
e g1 & 09 : training params

e E(-),G(-):training encoder & decoder
e F(-) : unconditional flow

Thus, final loss :
[me«wgéwaww+Ew»—xP

1 1
+ 5 IF (1w + B@) = 5 lul?

det [6F (o1u+ E(z)) } H duds

—1
g ou

Sampling procedure:

u~q(u), z=F1u), z=G(2)
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