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( https://arxiv.org/pdf/2209.15421 )

● DDPM for Tabular

● Tabular data = Heterogeneous features => Challenging

● Numeric & Categorical

○ Numeric: Gaussian Quantile Transformation

○ Categorical: Each categorical feature is handled separately

● Model: (Reverse step) MLP

1. TabDDPM (ICML 2023)
TabDDPM: Modelling Tabular Data with Diffusion Models

https://arxiv.org/pdf/2209.15421
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2. STaSy (ICLR 2023)
( https://arxiv.org/pdf/2210.04018 )

● Score-based Tabular data Synthesis (STaSy)

● [1] Self-paced learning (SPL)

○ In order to alleviate the training difficulty

○ Curriculum learning to select training records in a meaningful order (easy -> hard)

○ "Learnable" selection importance

● [2] Fine-tuning strategy

○ Reverse SDE process: Probability flow (Song et al.,) -> Exact likelihood calculation

○ Fine-tune based on the exact log-probability (low prob samples = harder samples)

STaSy: Score-based Tabular Data Synthesis (ICLR 2023)

https://arxiv.org/pdf/2210.04018
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3. CoDI (ICML 2023)
( https://arxiv.org/pdf/2304.12654 )

● Tabular diffusion model

● Difficulty in modeling discrete variables

● [1] Architecture

○ Process continuous and discrete variables separately by two diffusion models

(but being conditioned on each other)

○ Two models are co-evolved

● [2] CL

○ To further bind the two diffusion models, introduce CL with negative sampling

CoDi: Co-evolving Contrastive Diffusion Models for Mixed-type Tabular Synthesis (ICML 2023)

https://arxiv.org/pdf/2304.12654
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( https://arxiv.org/pdf/2207.03208 )

● Unlike ML, DL can additionally benefit from pretraining!

○ Nonetheless, not entirely clear if pretraining provides consistent noticeable 

improvements in tabular DL!

● Goal: Aim to identify the best practices to pretrain tabular DL models

● Findings:

○ (1) Use the object target labels during the pretraining stage!

○ (2) Properly performed pretraining significantly increases the performance!

4. Revisiting Pretraining Objectives ~ (arxiv 2023)

Revisiting Pretraining Objectives for Tabular Deep Learning (ICLR 2023 reject)

https://arxiv.org/pdf/2207.03208
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Revisiting Pretraining Objectives for Tabular Deep Learning (ICLR 2023 reject)

● Experiments 1) Pretraining objectives

○ (1) Contrastive is not superior

○ (2) Pretraining is beneficial for the SoTA models

○ (3) No universal solution between self-prediction objectives ( rec vs. mm )

● Experiments 2) Target-aware pretraining objectives

○ (1) Supervised loss with augmentations is another strong baseline for MLP

○ (2) Target-aware objectives demonstrate the best performance

● Summary: (Standard) pretraining + Target-aware pretraining is the best
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TabR: Tabular Deep Learning Meets Nearest Neighbors in 2023 (ICLR 2024)

5. TABR (ICLR 2024)
( https://arxiv.org/pdf/2307.14338 )

● Non-DL algorithms based on GBDT: Strong baseline

● TabR = Retrieval-based tabular DL model = FFN + kNN

● Incremental approach:

○ Step 0) The vanilla-attention-like baseline

○ Step 1) Adding context labels

○ Step 2) Improving the similarity module

○ Step 3) Improving the value module

○ Step 4) TabR

● Outperforms GBDT models on the recently proposed “GBDT-friendly” benchmark

https://arxiv.org/pdf/2307.14338
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6. TabSyn (ICLR 2024)
( https://arxiv.org/pdf/2310.09656 )

● Synthesizes tabular data by leveraging a diffusion model within a VAE latent space

○ (1) Diffusion = Latent diffusion model (LDM)

○ (2) VAE = Tokenizer + Transformer encoder + Transformer decoder + Detokenizer

● Advantages

○ (1) Generality: Broad spectrum of data types => Into a single unified space

○ (2) Quality: Optimizing the distribution of latent embeddings

○ (3) Speed: Much fewer number of reverse steps

Mixed-Type Tabular Data Synthesis with Score-based Diffusion in Latent Space (ICLR 2024)

https://arxiv.org/pdf/2310.09656
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( https://arxiv.org/pdf/2410.24210 )

● Designing substantially better MLP-based tabular archs

● TabM = Efficient ensembling (of MLPs)

○ Produces multiple predictions per object

○ Parameter-efficient deep “ensembles”.

○ Three versions

■ MLP + Packed-Ensemble

■ MLP + BatchEnsemble

■ MLP + MiniEnsemble

7. TABM (ICLR 2025)

TabM: Advancing Tabular Deep Learning with Parameter-Efficient Ensembling (ICLR 2025)

https://arxiv.org/pdf/2410.24210


7. TABM (ICLR 2025)
● vs. Traditional deep ensemble

○ MLPs are trained simultaneously & share most of their params

● Experiments:

○ Large-scale evaluation of tabular DL architectures on public benchmarks

○ Task performance and efficiency

● Stronger and more practical models (vs. to attention- and retrieval based archs)

TabM: Advancing Tabular Deep Learning with Parameter-Efficient Ensembling (ICLR 2025)
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( https://arxiv.org/pdf/2406.19380 )

● Real-world tabular data:

○ Time-based distribution shifts

○ Complex feature engineering pipelines

● Existing benchmarks lack:

○ Timestamps for temporal splits

○ Realistic feature construction

● TabReD benchmark:

○ (1) 8 industry-grade tabular datasets / (2) Includes timestamps 

○ (3) Reflects real-world feature engineering / (4) Avoids data leakage

8. TabReD (ICLR 2025)
TabReD: Analyzing Pitfalls and Filling the Gaps in Tabular Deep Learning Benchmarks (ICLR 2025)

https://arxiv.org/pdf/2406.19380
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( https://arxiv.org/pdf/2407.03257 )

● Can classical methods (e.g., kNN) can be revitalized with modern techniques?

● Revisit a differentiable version of kNN = Neighbourhood Components Analysis (NCA)

○ Learn a linear projection to capture semantic similarities between instances

○ Add modern DL on top

● NCA using SGD (w/o dimensionality reduction) = Decent performance!

● Analyzing the factors behind these improvements

○ e.g., loss functions, prediction strategies, and deep architectures…

9. ModernNCA (ICLR 2025)
Revisiting Nearest Neighbor for Tabular Data: A Deep Tabular Baseline Two Decades Later (ICLR 2025)

https://arxiv.org/pdf/2407.03257


● (1) Learning objectives 

○ Classification:  Soft-NN loss

i. Predicting the label of a target instance 

ii. By computing a weighted average of its neighbors across the C class 

○ Regression: Weighted sum of scalar labels from the neighborhood 

● (2) Prediction  

○ Traditional “hard” KNN approach (X) 

○ Adopt the soft-NN rule (O) => Applicable to both Cls & Reg

● (3) Arch

○ NCA + non-linear layers

9. ModernNCA (ICLR 2025)
Revisiting Nearest Neighbor for Tabular Data: A Deep Tabular Baseline Two Decades Later (ICLR 2025)
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9. ModernNCA (ICLR 2025)
● (4) Stochastic Neighborhood Sampling 

○ Training: Subset of the training set  is randomly sampled for each mini-batch

○ Inference: Searches for neighbors using the entire training set 

● (5) Distance function

○ Euclidean distance
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9. ModernNCA (ICLR 2025)
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( https://openreview.net/pdf?id=7VkHffT5X2 )

● Leverage LLMs for unsupervised tabular AD

● Convert tabular -> standardized text format

● Adapt a pre-trained LLM with this serialized data

● Fine-tuning a pretrained LLM with serialized tabular data 

(feat. language modelling loss)

10. AnoLLM (ICLR 2025)
AnoLLM: Large Language Models for Tabular Anomaly Detection (ICLR 2025)

https://openreview.net/pdf?id=7VkHffT5X2
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● Assign anomaly scores based on the NLL

● Pros)

○ Preserves data integrity & Streamlines the preprocessing required for tabular AD

○ Effectively handle mixed-type data (Especially those containing textual features)

● During inference) 

○ Anomaly scores are determined by averaging the NLL across r random 

permutations of the test data.



10. AnoLLM (ICLR 2025)
AnoLLM: Large Language Models for Tabular Anomaly Detection (ICLR 2025)



Latent Score-based Reweighting for Robust Classification on Imbalanced Tabular Data (ICLR 2025)

11. Latent Score-based Reweighting (ICLR 2025)
( https://openreview.net/pdf?id=HSLClc1a7W )

● ML models = Underperform on specific subsets

○ Due to inherent biases and spurious correlations in the training data!

● Proposal: Latent score-based reweighting framework

○ Leverages score-based models to capture the joint data distribution p(x,y)

○ Estimate sample density through the similarity of score vectors with neighbor

○ Identifies underrepresented regions and upweights samples accordingly!

● Results: Directly tackles inherent data imbalances

=> Enhancing robustness by ensuring a more uniform dataset representation

● Loss function: Weighted CE loss

https://openreview.net/pdf?id=HSLClc1a7W
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( https://arxiv.org/pdf/2410.20626 )

● Generative models for tabular data: Challenging due to ...

○ Heterogeneous data types

○ Complex inter-correlations

○ Intricate column-wise distributions

● Proposal: TabDiff

○ Joint diffusion framework that models all mixed-type distributions of tabular 

data in a single model

12. TabDiff (ICLR 2025)
TabDiff: A Mixed-Type Diffusion Model for Tabular Data Generation (ICLR 2025)

https://arxiv.org/pdf/2410.20626
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12. TabDiff (ICLR 2025)
( https://arxiv.org/pdf/2410.20626 )

● Key innovation:  Joint continuous-time diffusion process 

(for numerical and categorical)

○ Feature-wise learnable diffusion processes to counter the high disparity of different 

feature distributions.

○ Parameterized by a transformer handling different input types

● Others:

○ Mixed-type stochastic sampler

■ To automatically correct the accumulated decoding error during sampling

○ Classifier-free guidance for conditional missing column value imputation

https://arxiv.org/pdf/2410.20626
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